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♞ The Elo Rating System

♛ Validation on Real-World Data

● The evaluation of  language models constitutes a critical yet 
resource-intensive undertaking, requiring substantial time, cost, and 
specialized human expertise.

● Despite advancements in automated metrics, human feedback remains 
key to assessing language models performance.

● The Elo rating system, designed for dynamic games like chess, provide a 
robust, dynamic, and interpretable framework for comparing models’ 
capabilities. 

● LLMs, unlike dynamic competitors that evolve with time, have static 
capabilities and operate in a time-agnostic context. This static nature 
prompts a critical investigation of Elo's suitability and reliability when 
applied to LLM evaluations.

♚ Guidelines for Robust Elo Ratings

● The rating system  assigns scalar values to players’ skill level, adjusting 
dynamically based on match outcomes in a zero-sum manner.

● Each match outcome affect future rankings by updating the ratings 
according to:

Initial Elo scores                                               Updated Elo scores
Player A:  1950                                                      Player A:  1943 (-7pts)
Player B:  2000                                                      Player B:  2007 (+7pts)

♝ Desirable Properties of Elo
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● We extend our synthetic analyses to real-world application by using 
human feedback from the open-source LMSYS-ChatBot dataset.

● We show the Elo scores for 3 models under various permutations Nperms 
and K-factor settings, and how their final ranking is affected. 
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Checkmate!

Player B wins

♜ How Robust Are Elo Scores?
● Methodology: We model LLM evaluations as Bernoulli processes to 

simulate binary win/loss outcomes between two models A and B.
→ Allow us to rigorously test the Elo system behavior under controlled 
settings, including win rates, match ordering and the K-factor.

● Findings: 
a. Elo ratings display sensitivity to the ordering of  matches and 

hyperparameters, such as the K-factor.
b. Transitivity fails under some conditions,  undermining the reliability of 

rankings  derived from Elo scores. 
c. Volatility in Elo ratings becomes more prominent 

when the win rates are similar (Pwin(A) ≈ Pwin(B)).

Our research focuses on two desirable 
properties of the Elo rating system: 
1. Reliability:  
sensitivity to hyperparameters (K-Factor)  
and match ordering. 
2. Transitivity: 
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